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1 ABSTRACT

This paper deals with the convergence of Social iMeohd Geographic Information and discusses its
potential as useful source of knowledge in spaplanning. With the underlying assumption of the
acknowledgement of the innovation that digital gaphic information- including Spatial Data
Infrastructures (SDI) and Volunteered Geographiorimation (VGI)- is already bringing to urban and
regional planning, the authors argue Social Meday ralso play an important role due to both their
pervasiveness in content exchange and their engesgiatial convergence. To support this thesisyewe

of best practice examples in different domain isspnted in order to understand what tools are rtlyre
available and what kind of knowledge can be ex¢détom Social Media. On the base of this analyhis,
paper present an original user-friendly tool depetb by the authors to extract information from Sbci
Media and to perform Spatial-Temporal Textual (S)ianalysis. The paper ends with some brief
conclusions on the opportunities for the applicatb STTx analysis in urban and regional planning.

2 INTRODUCTION

In the last decade an unprecedented wealth ofatliggeographic) information has been made available
planners to support spatial analysis, design awgida-making. On the one hand, development ini8lpat
Data Infrastructures (SDI) (i.e. INSPIRE Directive Europe) is fostering the access and reuse ofiqpub
authorities’ (Authoritative) Geographic Informatid@-GIl) according to common data, technology, and
policy standards (Campagna and Craglia, 2012). l@@nother hand, developments in geobrowsers and
mobile technologies enabled citizens acting asnteker sensors (Goodchild, 2007) to crowdsourcee@lt r
time in a bottom-up fashion. These trends represeotmous opportunities to enhance the knowledge ba
for supporting informed spatial decision-makingurban and regional planning. Both expert knowledge
from planning professionals and individual volumgeand experiential knowledge from local commusitie
can be now easily collected in digital form, analysunderstood, and eventually used to supporsideci
making according to a transactive approach (Frieqrh@73). These opportunities may become an impbrta
building block for implementing sustainable and dematic communicative planning processes (Innes,
1995). More technically, the unprecedented wealtiGh which has been made available to planners to
support analysis, design and decision-making, s¢efong wider innovation in urban and regional piag
methodologies, as claimed by a growing number aidgsign evangelists (Miller, 2012; Steinitz, 2012).
More recently, widespread diffusion of social metias favoured the diffusion of the geo-referenced
multimedia (Sui and Goodchild, 2011), or Social Me@eographic Information (SMGI). The latter can be
considered an innovative Big Data source (Cavelé&0), inasmuch as traditional spatial analysithous
and techniques may be not fully suitable for ehgtits full knowledge potential. This potential ynhe
considered still limited for the public users bathterms of accessibility and of available analgtic
apparatus, and new methods and tools should béogedeaccordingly.

Focusing on these trends with a closer look, th@ementation of the Directive 2007/02/CE, estalniigha
shared INfrastructure for SPatial InfoRmation inr@pe, has fostered developments in Spatial Data
Infrastructures (SDI) in Member States and regiddBls enable the access and reuse of authoritative
Geographic Information (Gl) according to commonagaéchnology, and policy standards, with bendficia
impacts for public administration, developers afahping practitioners (Campagna and Craglia, 201®).
Italy for example, in regions such as Lombardy &addinia, spatial planning regulations establistiex
local SDIs as the technical platform supplying datal services for developing regional and locahpla
making processes. Representations and design nudeige format in the plan, and a delay in the tholop

of such digital uptake would imply an unbearabkslof competiveness for practitioners.

A second current trend with minor, but still relavampact in spatial planning, follows developmeints
geobrowsers and mobile technologies, which are takimg past limits in data acquisition and
communication. Citizens act as volunteer senso@éhild, 2007) to crowdsource and broadcast Gl in
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real-time with an innovative bottom-up fashion. dome countries worldwide, the use of this kind of
technology is easing and fostering the diffusiompaifticipatory processes, and has became a mainesofi
information in domains such as planning emergemspaonse, and in local planning especially in those
countries where authoritative data sources arerigcit large scale. As a matter of facts, the cphoé
citizens obeservatories for environmental protecisoan issue of interest in the EU Framework Rrogne

for Research and Innovation Horizon 2020 (i.e. Salb-17-2015).

More recently, progress in technology and connggfiand diffusion of social media disclosed inntve
opportunities for disseminating and gathering gapgic information. The widespread diffusion in sbci
media applications, especially location-based $oetavorks, fostered the media convergence with S8
and Goodchild, 2011), spreading the geo-referemeeimedia, or Social Media Geographic Information
(SMGI) among million of users over the internetisTtrend may also offer opportunities for innovatio
spatial planning since users are offering througtiad media petabytes of freely and publicly aJalga
information, which can be detected and used toop@rfurther analysis, aiming to extract useful kiexge
for decision-making (Zin et Al, 2013). The integoat of SMGI with A-GI can lead towards innovative
analysis opportunities in spatial planning, withaeds not only to measures of geographic factalsat to
users perceptions and feelings of places and tesa({Campagna et Al, 2013). However, one majarags
extract useful knowledge from these innovative sesiis to find an efficient way to manage this gyl

of information. The management issues for infororafrom Big Data sources (Caverlee, 2010) gavetoise
the emergence of a new field of research calledocational social science (Lazer et Al, 2009).iterature
several applications have been found, that propliféerent approaches for management and analysis of
social media contents in a variety of domains, agno elicit useful knowledge.

With the above premises, the remainder of the peperganised as follows. In section 3 recent tseod
social media are analysed in more details, in a@éetter frame discussion on the convergencel8faad
social media. In section 4 the authors presentesature review of advanced social media analyase c
studies and propose an assessment framework, téthaitms of putting light on current development
opportunities and identifying research issues dmming to further innovation. In section 5 an dmig
methodology encoded in the tool Spatext by theaatis proposed for the development of spatialdtaixt
analysis of SMGI in GIS. In section 6 the authamasome conclusions, summarising the discussiahen
opportunities offered by SMGI as analysis, desigd aecision-making support in urban and regional
planning.

3 SOCIAL MEDIA AND INFORMATION RELIABILITY

Widespread diffusion of web and mobile social medigplications is producing an unprecedented
availability of information over the internet. A amure of the information avalanche phenomenon ean b
easily given by available statistics on major slopiatforms (100 Social Networking Statistics & Eac
2012): Facebook holds over 1 billion of registeusdrs, of which 552 million are daily active, spegdver

6 hours monthly on the social platform; Twitter,dgée+, Linkedin, Instagram, Pinterest, Flickr, YalbE,

to name few of the major, show smaller values imgeof users but considerably high values in teois
contents production. Every day 340 million tweets sent, 300 million pictures are uploaded viadgsam,
every minute 2 million queries are submitted to @epand 48 hour of videos are uploaded on YouTube,
getting 600 million views per day. Contents abowt topic could be readily found through availalieernet
services, fostering new opportunities for analgsid research. Furthermore, new features in soetalarks
enable users to embed geographic location into thvein media contents, bringing geography into peopl
daily routines so favoring the convergence of GQi8 social media.

As such, arguably social networks could be considlers potentially boundless and affordable souiares
information about not only on facts, of which a@ay represents a major issue, but also on opiraods
feelings of users featuring a geographical comporidowever, the latter kind of information facesjona
issues in finding ways for both managing huge dafames and eliciting reliable knowledge from these
sources. In general the social platforms offer idigavays for content management and extractioactf
the degree of suitability for knowledge processitinlike traditional data, SMGI refers to dynamic
processes and requires new kind of tools to suppafitime monitoring and decision-making. The gyal
and reliability of SMGI for research and practicesctually being discussed, and further invesogatare
required to establish the extent of credibilitytbis information. Moreover, several issues ariséinding
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suitable practices and procedures for the integaif crowd-sourced with authoritative data. Adveshig

Data analysis may be a suitable solution for elitrgcand managing social media information. Several
analysis could lead toward a direct extractionhaf tontent (what?) rather than the causality (wiiggth

data (Pohl et Pohl, 2013), so avoiding data volissaes and shifting the traditional scientific noethoy
means of current computing capabilities. In sevdmhains, advanced Big Data analysis approaches and
tools have been proposed and explored to managevtalth of digital information for different analg
purposes, as explained in the next section.

4 ADVANCED SOCIAL MEDIA ANALYSIS AND ASSESSMENT FRAME WORK

The wealth of information available from social rizedbout facts, opinions and feelings of usersaféact
several domains of interest where subjectivity lidayvation is relevant for expressing the views,rteeds,
the call of individuals and communities, such asaster events, political events, media eventsaksiuidies
and last but not least urban planning, to name fewterature several relevant applications hagerbfound

in these domains, which promote methodologies andwative tools to provide solutions in dealinghwit
social media contents. Although the applicatiorsvigle specific procedures and features accordinipeo
different design purposes and domains of inteeesteral commonalities can be found both in analgsd

in technology. In order to develop a suitable emsest framework for these innovative methodologied
analysis, a review of applications for each domaipresented in this section. The aim of the fraor&w
which will be presented later in the following dent is to define current opportunities for devetamt,
considering both technology and analysis of apptioa, and offering a set of tools to choose from,
according to specific different working settingsdaoapabilities. The view offered by the assessment
framework may also contribute to define open issaeshape the research agenda.

4.1 Disaster events

In the domain of disaster events four applicatioage been found, which offer different methodoleged
procedures to deal with SMGI in eliciting usefulokviedge for decision-making. As first example, an
application developed by Liu et Al. (2008) to rete photos of disasters from Flickr is reviewede Th
application proposes a methodology based upon laajive study to investigate if and how users\attion
Flickr can evolve in case of notable disaster<kFlis a social platform, that allows users to staearch
and share photos publicly or into thematic grolystographs and activities of groups report featofeéhe
disaster over time, exposing the online social eogence related to the event. Through a qualitativdy,

the collected images regarding the hazard, theipgsict and the online convergence may be sigmfita
disaster response efforts. Especially the photdsttér kind, combining data from different sourckave
been found useful to create new overviews and maghrmps, providing spatial information on the event
location and the potential response resources. afpdication proposes an approach to capture SMGI,
demonstrating how these data could be useful feastier response and recovery issues. However, the
methodology does not provide advanced technologyrequires a manual intervention for recognitiod an
extraction of data in order to develop a qualitwnalysis for suitable results.

As second example of this review, a case studyqzegh by Vieweg et Al (2010) to enhance the sitnafio
awareness (SA) through analysis of Twitter postindua disaster, is analysed . The aim of the appbin is
the harvesting of real-time contents during a srisvent according to information production and
consumption lifecycle in microblogging. Two disasvents occurred in the 2009 in USA have been
analyzed, relying on the Twitter API for data cotlen. The research of information among tweetsased
on well-defined terms related to each event, oeigrty the results of an initial investigation oé thwitter
public stream. The geographic component is obtdimexigh a manual analysis of users locations haegae

a manageable dataset for each event. The andisis glifferent behaviours between people in thenimgr
phase (anticipatory awareness) of a disaster argtim the impact phase (real-time awareness). dWere
results exhibit a higher percentage of tweets gibreferenced information during the impact phasgder

to supply useful information to users. The casdysfiroposes several procedures and analysis foagnam
SMGI of Twitter, relying on advanced instrumentd aechnology. The manual intervention is strongly
reduced both in data harvesting and analysis.

The third case study presents an application whltdws to detect events related to disasters bytt&mwi
contents. The Twitter Event Detection Analysis Byst(TEDAS) proposed by Li et Al (2012) aims at
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detecting and ranking new events according to thgiortance, generating spatial and temporal pettef
the extracted data. The system relies on Java,ddRAPIs (Twitter APl and Google Maps API) to cotle
tweets and location of users, according to wellraef search terms. The results of the query offerad
time overview of spatial and temporal patternshef detected events. In this case technologicalaracbd
instruments are used, and no manual interventicegigired.

The last case study example in disaster managdmantcent application developed by Zin et Al Z0tb
extract information about disaster events fromaaniedia. The application extracts visual and t@ixtlata
respectively from YouTube and Twitter to describe situation awareness related to disasters. Aroapp
composed by several steps is proposed to analyz&lSfdcusing on location, network, contents and
aggregating the relevant data into hourly tempgralups. Statistical operations are then carried avut
collected data to rank the detected events acaprttintheir importance. Nevertheless, the applicatio
requires an empirical procedure to correctly mardaga, and the results shows differences for tiectien

of events between textual SMGI and visual SMGI.

4.2 Political events

A case study was found in the field of politics alhiproposes several analysis on SMGI. The event of
French Presidential election in 2012 has been aedlyrom the Twitter stream by an application named
Pytolab (Luce, 2012). The application relies on Tivatter API to perform several real-time analysis
contents related to well-defined search terms. rElsalts show a report on textual analysis of retesinips
among keywords in data and several statistical rtepabout spatial and temporal patterns of the teven
Moreover, the results show that less than 1% ofcgssed SMGI of Twitter supplies geographical
information, causing a potential loss of information this case several advanced instruments and
procedures are fostered to elicit knowledge front=3M

4.3 Media events

Further case studies have been found in the dodafaimedia events, of which two applications havenbee
reviewed here, introducing several methods andegaes for obtaining useful information from social
media data. The first one enables the real-timéoexiion of Twitter contents in search of mediargge The
TwitInfo platform developed by Marcus et Al (201&ms at identifying media events according to well-
defined terms of research, offering results inngetine with an aggregate sentimental analysis oferus.
The data volume is processed in real-time, offetsgrs the capability to further explore the det@events.
The application also provides analysis on spatima sentimental pattern of the event. In this casih b
advanced technology and analysis have been usbhtavith SMGI retrieval and analysis. The secoaskc
study, proposed by Mathioudakis and Koudas (20@8pkes the analysts to detect in real-time socedian
trends from the Twitter stream . The TwitterMoniggplication can automatically detect high-ratevkends

in tweets (bursty keywords), relying on the Twitf&Pl. The results are then processed to extrathdur
information about the detected event or topic.his tase study advanced technology and instruniramvs
been also applied to perform a trend analysis crabmedia data.

4.4 Social studies

In the domain of social studies two case study weveewed, which propose the use of SMGI for ddfar
research purposes: semantic analysis and sociath gnaalysis. The first case study offers severahaus

for the semantic analysis of the Flickr tags, with aim of determine whether the tag refers tcaagpbr an
event (Rattenbury et Al, 2007). The system relinsseveral statistical methods to achieve the resfult
information extraction from the unstructured knodge of tags. However, manual intervention is resglin

the data extraction and processing. In additiortechnical paper has been found which presents a
methodology to visualise social graphs from the tiewicontents. The proposed approach relies on the
Twitter API to perform an automatic extraction aital and on a graphing software to achieve the Isocia
graph (Bertrand, 2012). In this case, available ddtsocial media are processed and used as ioptid
creation of a social graph representation.
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4.5 Urban planning

Two case studies have also been found with relevéoic urban and regional planning, which introduce
different methodologies and procedures in an atteshgxtracting knowledge from SMGI for supporting
design and decision-making.

The first case study deals with an application el by Frias-Martinez et Al (2012) for investiigat the
human interaction with the urban environment. Thethodology proposes an interesting approach to
determine the urban land uses according to humaardigs (i.e. where people are at what time?) aecthad

by Twitter . The approach is applied on the cagdysbf the urban area of Manhattan, relying onTitter
API to extract geotagged tweets. In this methodplsgveral spatial clustering operations are peréokm
according to the neural networks theory, to obtaeaningfull maps from SMGI. Moreover, statistical
operations on temporal frequency of SMGI have hesad to identify the different land uses on mape T
results of the analyses shows how the approacla@zurately detect the commercial, leisure and easial
areas, as well as new urban land uses. This mdtydeelies on advanced instruments and technology
automatically perform innovative analysis. The tessalemonstrate how SMGI can supply meaningfull
information for urban analysis and planning proesss

A second methodology was also found which enabteintestigate people movement and landmarks
preferences in urban environment. The approachogesp by Jankowski et Al (2010) aims at applying
geovisual analytics techniques on photographs bamurdandscapes and their related tags, to detect ne
potential landmarks in the city. The approach hesnbapplied on the case study of Seattle, relyinthe
Flickr API for performing an exploratory spatio-tparal analysis on both locations and periods ofdiuz
volume. The procedural approach for data processimglves three main steps: in the first one, salver
spatial clustering operations are performed on ShtGbbtain maps, while time periods are divided in
weekly intervals; in the second step, statisticakrations are computed on data to identify potentia
interesting landmarks, according to given rankirigeda; eventually, further investigations arefpamed in
the third step to validate the results. In thisecaslvanced instruments and innovative spatio-teahpor
analysis have been applied on SMGI to elicit knolgke The results of this methodology also contaliat
demonstrate how SMGI can be used as affordablecsoiar the collection of geographic information
relevant for urban studies and planning.

4.6 Assessment framework

In the light of above review of advanced social mexhalysis methods and tools, an assessment frarkew

is presented for synthesising recent advances ppdriunities. The aim of the framework is to previa
usable set of parameters for the classificatiotast studies with regards to technology and asalg&ntral

to the framework is a two-dimensional matrix, whaseiables are “Technology” and “Analysis”. In the
Technology-Analysis Matrix (TAM) each field represe an unique combination of technological leval an
analysis level. The reviewed applications and nadthmave been evaluated by means of suggested matrix
with the aim of defining the current state of deyshent. The TAM is shown in Table 1, highlightirget
most interesting advances.

TECHNOLOGY
LEVEL | MANUAL TASKS (T1) AUTOMATIC TASKS (T2)
ANALYSIS
LEVEL
case study: 1 case study: 9
VISUALISATION (A1) retrieve Flickr photos for response efforts visualise social graph from Twitter contents
case study: 2,4,8 case study: 3,5,6,7,10,11
ADVANCED PROCESSING harvest real-time tweets on crisis event detect disasters events real-time from Twitter
(A2) analyse video and tweets to rank events Twitter statistical, spatial, temporal reports
perform a semantic analysis on Flickr tag detect media event real-time from Twitter
detect real-time trends on Twitter
investigate urban land uses from Twitter
investigate favorite landmarks from Flickr

Table 1: Matrix Technology-Analysis for 11 revieweake studies.

The Technology Level relies on the following twdeggories:
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level T1 — a strong manual intervention is requieegerform data collection or analysis;
level T2 — advanced programming procedures perfartomatic operations.

The Analysis Level relies on the following two agoees:

level A1 — analysis results offer a descriptiveuaigsation of collected data;

level A2 — analysis on data elicit further knowledgom data.

The classification of the methodologies provideiasting information about advanced social medadyais
methods and tools. All considered methodologietude data visualization. While in 36.4% of the case
studies a manual intervention is required, in #maining 63.6% automatic procedures for data psings
are available. Altogheter 54.5% of cases includé batomatic procedures and advanced analysisifunsct
The field T2—A2 can be considered the space foamackd systems both in terms of technology and sisaly
including most powerfull tools encoded in user+idey applications.

The application of the TAM for categorizing and essing the case studies put lighs on opporturdtnes
issues for SMGI analysis. The results of this assest were used by the authors as a guide foreigr of
a novel Spatial-Temporal Textual (STTx) analys@ fwesented in the next section.

5 AMETHODOLOGICAL APPROACH FOR SMGI IN GIS

The current state of development for advanced kamglia analysis methods and tools demonstrates how
the use of SMGI is spreading in several domainaieMbeless, further advances and innovation, both i
technology and analysis, may lead toward morehigliand user-friendly methods for knowledge extoact
from SMGI. In order to contribute to this challenge original methodology is proposed below for $1&x
analysis of SMGI. The method has been applied tase study example using a tool called Spatext, tha
features several functionalities to analyse SMGEIS environment.

5.1 Spatext tool

The Spatext STTx suite is implemented as add-ifeEfBRI ArcGIS©. Spatext includes nine tools, whielm ¢
be used to achieve three main goals: harvestiniglsmedia data from Twitter, data geocoding, argl ta
clouding. The functionalities rely on three operiiéyn modules, namely tweetersearch for data hanggst
geopy for the geocoding, and pytagcloud for theclagding. The functionalities introduced by Spatand
their coupling with GIS spatial analysis tools easlee integration of SMGI with authorative datar fo
analysis, design and decision-making support immdgnd regional planning. In the remainder of thpep,
the Spatext functionalities for SMGI processing syethetically described using the illustrativeeeasudy

of the cyclone Cleopatra in Sardinia (Italy). Cotexl SMGI in the case study encloses perceptignsioms
and needs from the local communities during thesweace of cyclone Cleopatra in November 2013. The
integration of authorative geographic informatioithwopinions and needs from the local communities
provided by SMGI could offer meaningful informatitwoth for design and decision-making. The resuits o
the data harvesting, the spatial-temporal analysithe textual analysis on the case study areopeapto
demonstrate the main features of the suite.

5.2 Data harvesting

In Spatext the Twitter data harvesting is execlgthe “Tweet Extractor” tool, which retreives edlevant
data according to given keywords (several languagasbe set for the query). In the case study dtasdt
has been collected setting the keywords “Sardildads” in English language to avoid disturbance for
harvesting because of too generic keywords. Thingeallowed the extraction of 399 different tweets
strictly related to the topic, approximately 16 @&#dhours after the start of event (2013.11.19 f880 to
9:30 and from 17:30 to 18:00). The tool automalycatored the public tweets and their metadata data
table including text, user name, user locationy usgistration data, tweet creation time, and iikble,
country, place name, the geographic coordinatesy 0:01% of extracted tweets presented geographic
information. The value is smaller than 0.77% thatistically refers to percentage of tweets witbg@phic
component (Semiocast2012 — Twitter Stats), butrtidy be due to time and language constraints. Spate
has been also designed for metadata processimgdén to address the lack of geographic informatsmn
providing suitable results for spatial-temporal lgsis.

m REAL CORP 2014:
PLAN IT SMART



Pierangelo Massa, Michele Campagna

5.3 Spatial-temporal analysis

The lack of available geographic information in tiaaset could prevent the development of spatilyais

on SMGI. A potential solution provided by Spatexideal with this issue is the use of tweets' metadhat

is user location for populating the location fieldshis approach could introduce positional uncatiai
because the geographical information is being edhiftom the tweet to the user location, but atghme
time it could provide the spatial distribution bkttopic, according to the spatial distributiorueérs. In the
case study example, the tool has been used toagersepoint feature dataset containing the locatairthe
399 collected tweets, offering as a result oppatyuior developing further spatial analysis in cdrriion
with other spatial data layers. A check on the sittdas pointed out how 42.6% of tweets has prdvide
wrong places for user location, showing reluctamgesers for disseminating personal information.

The spatial analysis has been conducted studyiegsplatial distribution of the topic among worldwide
countries with the aim of discovering dissimilagiand potential spatial patterns. Several cosntréere
been chosen because are the most representathve gifatial distribution of the topic: the Unitetht®s, the
United Kingdom, Italy, Nigeria and India. According the spatial distribution, the dataset has exgass
percentage of tweets a value of 22.5% for the UsB% for the UK, 6.0% for Italy, 2.5% for Nigeriad
1.7% for India. These values could be considered eepresentation of the different degree of irstecd
users about the topic among these countries. Aesasgnt of this hypothesis could be addressedghrou
the analysis of the different percentages. The P8kentage has exhibited notably higher value (930
than the UK, ltaly, Nigeria and India, but this kes interest could be explained considering that USA
are ranked 1st in Twitter top countries classifaratvith over 140M accounts. Similarly, the pereay# of
the UK could be explained considering the 4th pmsiin Twitter rank with over 30M accounts. Thdida
percentage (6.0%) raises interesting questionstdbetspatial influence of the topic. In fact, fhercentage

is both affected by language constraint in datadsiing and by the less importance of Italy in Tevitop
countries (over 5M accounts). An analysis on vakleswvs the 1.2 value for the ratio percentage dwaus

for Italy, exposing the higher level of interestang the countries. This peak of interest in Itabyld be
explained considering the geographical extent, addéhe topic concerns Sardinia. In addition, the
percentages of Nigeria and India raise further tpes related to the spatial distribution of th@itoon
Twitter. In fact, both countries are affected bydaage constraint and do not expose specific $patia
relationships with the topic. These values havenbieeestigated through temporal and textual anslyi
better understand potential hidden dynamics.

The analysis on the spatial distribution of datéset been conducted through standard spatial anébyds

in GIS environment. The dataset used as inputHeranalysis has been developed directly by Spatext,
demonstrating how the tool could be suitable foirdegration of SMGI from Twitter in GIS environnten

In figure 1 the spatial distribution of the colledttweets about the topic is provided worldwidevesal
tweets are depicted with different colours and syimibecause they are related to the relevant cegnifhe
map of spatial distribution is useful to better lexp the results of assessment on spatial distabut
Moreover, the map may suggest hints on the templigalbution of SMGI, that are discussed below.

LEGEND
Wg Tweet Placemarks
e USA
e UK
e ltaly

¢ India

@  MNigeria

Fig. 1: Spatial distribution. Results of analysismaost representative countries.
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The introduction of temporal distribution analykias been possible using the metadata of tweetiarea
which are stored in the dataset by Spatext. Theodemh component has been investigated in search of
meaningful patterns about the topic according to different approaches. For the temporal distrdouthe
collected tweets have been processed with the fingoiring the geographic extents through the eissed
temporal component. The first approach considdredspatial distribution of the first 30 created é¥ee but
the results have pointed out a heterogeneous kplsiibution, so dismissing any meaningful spatia
pattern. The second approach considered the splidialbution of tweets for the two extraction pmel$
(from 8:30 to 9:30 and from 17:40 to 18:05 2013 N@&Y and then for 17 periods of 5 minutes. Theltesu
analysis on extraction periods has exposed 19%sweethe first period and 200 for the second gesging
how the interest was increasing along time. Thdyaisaon 5 minute periods has been computed talsear
for anomalies in temporal distribution and to shtbe/trend in the time-series graph.

The results showed peaks of interest in the 9th1&tld period that were further investigated fordetion.
The validation of a peak of interest was basedhencontemporary fulfilment of two criteria in order
avoid false positives. The first criterion for thalidation of a peak requires a value for the pkre100%
than the specific value of linear regression in shene period, meanwhile the second criterion reguar
value for the period =>100% than the average vale.identified peaks satisfy both criteria ande¢fere
were validated as peaks of interest in the trehe. Jraph of temporal analysis is provided in fig2yrevhich
shows the time-series and the peaks of interes.idéntified peaks have been further investigatethé
textual analysis.
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Fig. 2: Temporal distribution. Results of analygistaeets.

5.4 Textual analysis

The peaks of interest, detected by the tempordysisaoriented the analysis toward the study ofhier
aspects on the SMGI dataset. A textual analysisbesn conducted on the dataset to discover further
knowledge in order to find potential answers toksed ag-cloud functionalities in Spatext have besed to
discover the most used words in the dataset. Theltaud is the visualisation of word frequency in a
weighted list and graphical form, and it is suieabd depict the most used words in a text and razeg
possible hidden information. The textual analysss bheen conducted both on worldwide tweets and on
tweets from ltaly, investigating possible differesan contents. Furthermore, a search was conduacted
tweets from Nigeria to discover potential causessfmtial distribution in this country.

The results of tag cloud on worldwide tweets idégi words used for the data harvesting (Sardini a
floods), words strictly related to the subject (8tpcyclone, cleopatra, rain, italy), several tem@laited to

the conseguences of the event (apocalyptic, deatyes) and several unrelated terms (wall, jourbbt,
http). The results of tag cloud on Italy tweets édnaxposed the same related terms, while sevefaleatit
unrelated terms were existent in the results (alleeteosar, yesterday, http). A further investayathas
been conducted on the unrelated words worldwidsgl@sing how they were provoked by a viral sharing
phenomenon of tweets posted by the Wall Streetnddumd BBC World. These tweets have caused the
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identified peaks of interest and the tag ‘http’ fmgans of their diffusion and their url-related @onts.
Results of analysis on Italy showed the use ofvibed ‘allertametosar’ as tag in several tweets, |lavttie
word ‘yesterday’ was related to tweets with a terapoeference to start of the hazard event. Finalty
investigation on nigerian tweets has disclosed Hmvinterest on the topic was caused by an highirgha
phenomenon among users leaded by Breaking Newsialigehich offers overviews of worldwide events.
In conclusion, the provided results have explaittedcauses of the peaks and demonstrate how th&ltex
analysis could enhance the awareness on conteStgd@1. These results also strengthen both the qrafe
media as GIS and the current convergence of GlSaadl media. The resulting tag cloud visualisatiare
provided in the next figure (fig.3) respectively ftalian and worldwide tweets.
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6 CONCLUSION

In this paper the authors presented a review ofmald social media analysis method and tools, and a
original methodology for the spatial-temporal tettwanalysis of SMGI. Advanced methodologies and
analysis have been reviewed in order to discovéerpi@l suitable approaches for the integratiorthef
SMGI spatial analysis as a support in urban antbned planning. Early examples of analysis methaiid
tools were found in several domains such as disag@nts, media events, political events, socialiss and
urban planning in facts. An assessment framework waposed to define the current advances and
opportunities for SMGI analysis. The proposed frammx sets the context for the proposal of an oghin
methodology developed by the author for the Spatahporal Textual analysis of SMGI. The methode=li
on a tool called Spatext in order to demonstrageoibportunities and the potentialities for the extion and
analysis of SMGI. A simple example case study ®vigled as a demonstrator of how the SMGI could be
directly used into GIS environment, disclosing ngyportunities for spatial analysis. These resulgsiably
show new opportunities for enriching authoritatt@a with information about perception, opiniondl an
needs from the local communities. In the currametiof convergence of GIS with pervasive social medi
the users perceptions and feelings of facts anceplanclosed in SMGI may eventually offer meanihgfu
information for planners. As such language and peefational barriers between expert professionals,
stakeholders, and local communities may blur inglist representation models and databases. The ear
examples proposed in the paper aims at demonsfratiw it is now possible to analysis what, when and
where people know, feel, appreaciate, need witlardsgto places, facts, and processes. If propard (
ethically) used, this new pluralistic knowldge ntiglventally change decision-making dynamics anecaff
the discourse in the urban and regional planningcgss. In conclusion, the knowledge of SMGI if
proficiently elicited might be used to discover agose the will of users and could be a valid supfor
design, analysis and decision-making in urban agibnal planning. Further research is definitelgded
and SMGI analysis methods and technology shoulédgmied from within real-life urban and regional
planning process to proof the full efficacy. Nehetess, early results are promising and the relseayenda
challenging.
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